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Scientific description: 
Our brain perceives our volatile molecular environment through olfaction by triggering the activation 
of chemical sensors named olfactory receptors. These hundreds of receptors are differentially 
activated by a virtually infinite number of molecules suggesting a highly complex combinatorial code. 
Can a computer learn how to smell? The objective of the project is to push the boundaries of deep 
learning models in the framework of chemical senses and to understanding how chemicals code for a 
certain type of percept. Addressing these questions is a challenge for basic research and would be 
beneficial for the food, flavor and fragrance industry as well as for the pharmacology industry and 
public health since scent detection in medical diagnosis by animals and electronic nose holds promise 
for the future. 
In this context, the use of machine learning and deep learning models emerge as relevant methods to 
decode olfaction: The recent Dream Olfaction challenge has demonstrated that machine learning 
models, although not perfect, accurately predict odor qualities [1]. A team of researchers from Google 
Brain has successfully trained Graph Neural Networks (GNN were initially developed in 2008 [2]) to 
predict odor descriptors [3,4]. We have recently shown that the application of machine learning in the 
context of virtual screening opens up the possibility of enlarging insect [5,6] and mammalian odorant 
chemical spaces [7]. Recently, we have also shown that deep learning models are able to predict the 
active OR-molecule pairs [8]. The originality of our approach lies in the combination of methods used:  
i) to encode the topology of an odorant molecule in the form of a molecular graph (GNN), i.e. by 
considering the atoms and the bonds respectively as nodes and edges of the network ; ii) the structural 
information of receptors extracted from their sequences using a strategy inspired by the field of 
natural language processing (NLP such as BERT or its variants). 
These recent results reinforce the hypothesis that we may be able to predict the olfactory quality of a 
given molecule by describing its chemical structure and its interactions with olfactory receptors. 
However, several issues remain and will be addressed in this project, such as: i) in the preceding model 
[8], to keep the computational cost relatively low, we take advantage of the BERT’s classification token 
which aggregates information about the entire protein. To identify the most important part of the 
protein driving the odorant recognition, we aim at developing a new approach where all the amino 
acids will be represented explicitly. ii) the two objects (the odorant and the olfactory receptor) can be 
viewed as two interacting graphs, leading to a third graph that can highlight the intermolecular 
interactions. Exploring and explaining such complex objects are other challenges from a theoretical 
point of view. 
This PhD project will benefit from and benefit to the local ecosystem with an increasing interest for 
these specific topics of the food or flavor and fragrance industry, particularly well represented in the 
PACA region. 
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