
 
 
 

 

Ph.D. research topic 
 
 

• Title of the proposed topic: Argument Quality Assessment and Improvement 
• Research axis of the 3IA: Axis 1 
• Supervisor (name, affiliation, email): Serena Villata (CNRS), villata@i3s.unice.fr 
• Co-supervisor (name, affiliation): Elena Cabrio (UCA), elena.cabrio@univ-cotedazur.fr  
• The laboratory and/or research group: WIMMICS teams (Université Côte d’Azur, CNRS, 

Inria). . The research fields of the team are graph-oriented knowledge representation, 
reasoning and operationalization to model and support actors, actions and 
interactions in web-based epistemic communities. 

 
 
 
Apply by sending an email directly to the supervisor and the co-supervisor. 
The application will include: 

• Letter of recommendation of the supervisor indicated above 
• Curriculum vitæ. 
• Motivation Letter. 
• Academic transcripts of a master’s degree(s) or equivalent. 
• At least, one letter of recommendation. 
• Internship report, if possible. 

  
 
 
 
Context and research challenges 
Argumentation pervades human intelligent behavior, and it is a mandatory element to 
conceive artificial machines that can exploit argumentation models and tools in the cognitive 
tasks they are required to carry out. The field of artificial argumentation [1] plays an important 
role in AI. The reason for this is based on the recognition that if we are to develop robust 
intelligent machines able to act in mixed human-machine teams, then it is imperative that 
they can handle incomplete and inconsistent information in a way that somehow emulates 
the way humans tackle such a complex task. To do so, artificial argumentation combines 
formal argumentation, based on critical reasoning, with human natural argumentation 
extracted through argument mining methods. 
 
Argument(ation) mining (AM) [2] is the research field in artificial argumentation aiming at 
automatically processing natural language arguments and reason upon them. It aims at 
extracting natural language arguments and their relations from text, with the final goal of 
providing machine-processable structured data for computational models of argument.  



Roughly, each argument is a set of premises or assumptions that, together with a claim, is 
obtained by a reasoning process. The overall goal of argumentation is to increase or decrease 
the acceptability of claims by supporting or attacking them with new arguments. 
 
The PhD topic is structured around two main challenges:  

1. Assessing argument quality, i.e., how do we recognize good and bad arguments? What 
is the role of context in argument quality assessment? 

2. Generating improved arguments, i.e., what makes an argument better?  
 
 
Despite a few existing approaches [3, 4, 5, 6], the issue of automatically assessing the quality 
of an argumentation remains largely unexplored. On the one side, it consists in assessing the 
quality of the mined arguments to decide, for instance, whether a certain argument has to be 
selected for synthesising a debate, or whether the overall debate is of good quality or not. On 
the other side, it consists in ensuring that the generated arguments satisfy the defined quality 
criteria in order to assess them from the qualitative point of view, i.e., a counter-argument to 
attack a fake news needs to be concise and without repetitions. The quality of the arguments 
is also characterized by formal properties of the framework, e.g., the argument strength, 
argument preferences, and argument acceptability. 
 
First, the PhD will focus on the three standard dimensions to characterize arguments' quality, 
i.e., cogency (an argument should be seen as cogent if it has individually acceptable premises 
that are relevant to the argument's conclusion and that are sufficient to draw the conclusion, 
effectiveness (an argumentation should be seen as effective if it persuades the audience of 
the author's stance on the discussed issue), and reasonableness (an argumentation should be 
seen as reasonable if it contributes to the resolution of the given issue in a sufficient way that 
is acceptable to everyone from the expected target audience). The idea is to employ a 
transfomer-based neural classifier with an attention mechanism like Longformer and to 
empower it with graph embeddings representing the argumentation graphs in the training 
corpus (e.g., political debates or clinical evidences). These node-level features will be used to 
create graph level statistics useful for the reasonableness dimension in particular. The second 
objective of the PhD will be to generate improved arguments from those of bad quality we 
retrieved. The goal of this PhD program is to tackle these research challenges with a specific 
focus on the application scenario of political debates.  
 
 
Expected skills  
The candidate should be a Master student in a AI, NLP and/or Machine Learning program, with 
a strong background in computer science and mathematics. Programming skills are required. 
Fluent English required, both oral and written. French is appreciated but not mandatory. 
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