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Abstract

The "neuromorphic" event-based approach to vision and image sensing is recently gaining substan-tial attention as it proposes solutions to the problems encountered with conventional technologyof image processing. The output of such a sensor is a time-continuous stream of pixels, deliv-ered at unprecedented temporal resolution, containing zero redundancy and encoding ordersof magnitude higher dynamic range than conventional image sensors. However, due to thelack of alternatives so far, the event-based, asynchronous output of these sensors have beenprocessed using conventional computing devices such as CPUs and GPUs. This way of processingis obviously non-ideal and does not allow to fully benefit from the unique characteristics of suchsensors. In this doctoral project, we will develop new training methods adapted to graded spikingneural networks in order to optimize the network sparsity in the case of streaming data capturedby event-based sensors applied to a realistic contexts of moving objects. To reach this goal, wewill explore and evaluate on-chip the efficiency of learning methods.
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1 Context
Spiking Neural Networks (SNN) models have been studied for several years as an interestingalternative to conventional Neural Networks both for their reduction of computational complexityin deep network topologies, and for their natural ability to support unsupervised and bio-inspiredlearning rules. In the context of interest of image processing, SNN are particularly suitable withevent-based sensors and are therefore more suited to capture spatio-temporal regularities in aconstant flow of events. The combination of event-based sensors and SNN networks make itpossible to considerably increase the energy efficiency of neural-based AI while guaranteeing lowreaction times in the context of real-time embedded processing such as autonomous systems,especially autonomous vehicles, drones or satellites. Much work has been proposed in thisframework but very little of it addresses the formalization of the generalization of SNN to gradedspikes, where events can be valuated. The eBRAIN group already developed an implementationof an embedded processing chain associating sensor and computation within an autonomousdevice equipped with a FPGA circuit. This chain will be used to provide realistic evaluations ofthe methods studied during the PhD. requires to overcome mainly three scientific and technicalissues: i) to formalize the generalization of SNN to the case of graded-spikes ii) to confront theuse of existing learning rules applicable to graded SNN and natively adapted to event-based data,iii) to develop new training methods optimizing the intrinsic sparsity of the network iv) make themethod scalable to realistic usecases by tacking into account the quantization of SNN networks,v) to evaluate the methods on neuromorphic hardware to verify the resulting energy efficiency.This project proposes to leverage the scientific background of the eBRAIN research group fromUniversity Cote d’Azur and the current neuromorphic technologies to realize an unprecedentedbreaktrough on event-based processing with spiking neural networks.

2 Goals of the doctoral project
The binary nature of spikes leads to considerable information loss, i.e. quantization errors,causing performance degradation compared to ANNs using floating-point operations. The SNNsquantization error can be reduced by increasing latency over the network. However, with a longerconversion time, more spikes are generated, thus increasing the energy consumption as well.Several techniques have been proposed to minimize both the quantization error and the latency ofSNNs. These approaches can be applied to either the ANN-to-SNN conversion or directly duringthe SNN training using the surrogate gradient (SG) method. In Li et al. (2022) and Rathi and Roy(2021) the authors adopt an ANN-to-SNN conversion scheme and optimize the firing threshold ofthe spiking neurons after conversion to better match the distribution of the membrane potential.In Castagnetti et al. (2023b) the SNN is trained using SG and the Adaptive Integrate-and-Fire(ATIF) neuron. This ATIF neuron has been proposed as an alternative to the original Integrate andFire (IF) neuron since the firing threshold (Vt h ) is a learnable parameter rather than an empiricalhyper-parameter. In Guo et al. (2022), the authors also use SG to train the SNN, but introduce adistribution loss to shift the membrane potential distribution into the conversion range of thespiking neurons. With these approaches it is possible to get SNNs with almost no accuracyloss when compared to the equivalent ANNs, using only few timesteps. To further decreasethe latency, recent approaches propose to go beyond binary spikes and introduce multi-levelspiking neurons, or graded spikesOrchard et al. (2021). This mechanism expands the output ofspiking neurons from a single bit to multiple bits, thus increasing the information that can becommunicated at each timestepShrestha et al. (2024). In Guo et al. (2023) the authors propose aternary spiking neuron that transmits information with {-1, 0, 1} spikes. Moreover, in multi-levelspiking neurons the spike is extended to a fixed-point unsigned binary number with m integer bitsFeng et al. (2022) and possibly n fractional bitsXiao et al. (2024). But most of the previous worksonly focus on the SNN latency. However, it has been shown Lemaire et al. (2023); Castagnettiet al. (2023a) Dampfhoffer et al. (2023) that besides latency, another important parameter thathas to be optimized to improve the energy efficiency is the sparsity of the network, in otherwords the number of spikes, either binary or multi-level, generated during an inference. In thisproject we will compare binary and multi-level SNNs from the energy-efficiency point of view.Our analysis will be based on the metric proposed in Lemaire et al. (2023), which is intended to be
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independent from low-level implementation choices. The main objectives of this doctoral projectis thus to:
• propose a multi-level model of an IF spiking neuron compatible with SNN direct trainingusing SG.
• train and characterize the spiking activity of SNNs on different image and audio classificationproblems.
• Finally, compare the energy efficiency of binary and multi-level SNNs and highlight thedifferent trade-off between latency/sparsity and accuracy for each configuration.

To reach this goal, we will mainly explore and compare the most recent learning methods adaptedto spiking neural networks: a) conversion, b) Surrogate-Gradient (SG), c) STDP. This compari-son will be made over state-of-the art neuromorphic technologies: i) Intel Loihi (Davies et al.,2018), ii) Brainchip Akida and iii) more specifically the SPLEAT architecture developed at LEATAbderrahmane et al. (2022).
2.1 Skills
Master degree in one of the following domains artificial intelligence, image processing, neuromor-phic engineering, spiking neural networks.
Background and experience in machine-learning, spiking neural networks and/or embeddedsystems.
Strong motivation, team working, fluent in english spoken and written.
Programming skills in python, keras, pytorch or equivalent.
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